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1 Introduction

In [2], we have proved that every natural-deduction derivation in the system for

stratif ied comprehension, SF, reduces to a normal form. The proof was given for the

system with underlying intuit ionistic logic; it can be extended to classical logic and

it can also be shown, using the equivalence between natural deduction and sequent

calculus, that the corresponding sequent calculus admits cut-elimination.

We will give here a much simpler proof of cut-elimination for the classical sequent

calculus for stratif ied comprehension. The idea of this kind of proof, which goes back

to ScgurrE, is to prove the completeness of the cut-free system. Since the system
with the cut-rule is complete too, this wil l show that both systems are the same.

However this result is weaker than the one in [2], since it merely shows the existence

of a cut-free derivation and provides no further information on the relation between

the original derivation and the cut-free derivation.

The semantic proofs for type theory are found in [10] and [9]. One is also advised

to read [11] and [6], for detailed presentations. In these papers one shows first the

completeness of the the cut-free system with respect to partial valuations (models

with truth value gaps) and then the non trivial part of the proof lies in showing that

such a valuation always extends to a classical model. Our strategy will be somewhat

different. We consider valuations without truth value gaps instead, and the non

trivial part amounts to show that they have no truth value gluts (see [a], for a general

setting). Our method can also be used to give an alternative proof of the Hauptsatz

for type theory.
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2 Proof theory

We will describe here the system SF (Stratif ied Foundations) which is a version with
terms of QUINn's NF (New Foundations) without extensionality.

The language of  SF. The syrnbols used are 
- ,  A,V, * ,  * ,  V,  l ,g,  {  |  } ,

( ) and a countably infinite set of variables. Pseudo-terms, formzlas and terms are
expressions, build up from these symbols, defined inductively as follows:

. every variable is a pseudo-term;

' atomic pseudo-formulas are P € Q, where P and Q are pseudo-terms;

- i f  A,  B are pseudo-formulas and r  is  a var iable,  then -A, (A A B),  (AV B),
(A 

- 
B), (A .* B) , Yx A and lr A are pseudo-formulas, and {r | , } is a pseudo-

term.

A weak stratification f.or an expression (a pseudo-formula or a pseudo-term) is
a function from the occurrences of pseudo-terms in that expression to the integers
- called types - satisfying:

. at an occurrence of P € 8, the type of P is i i ff the type of Q is f * 1;

' in an occurrence of {r I A}, the type of each occurrence of x is the same and
the type of {r | ,a} is one higher;

. in an occurrence of Vr A or 1x,4, the type of each occurrence of r is the same.

A pseudo-formula or pseudo-lerm rs weakly stratif iable iff there is a weak stratif ication
for it. A pseudo-formulaor pseudo-term is stratif iablertr there is a weak stratif ication
for it such that all occurrenc{rs of a same variable have identical type.

A term is a weakly stratif iable pseudo-term (hence, variables are terms); atomic

formulas are all of the form P e Q, where P and Q are terms; if A, B are formulas
and r  is  a var iable,  then ' -A.  (A AB),  (AV B),  (A -- 'B) ,  (A* B),Yr,4 and 3xA
are formulas.

Note that, although a term is always weakly stratifiable, a formula need not be
weakly stratif iable: the pseudo-term {, l, € r} is not a a term, though r € r is
weakly stratifiable; but 1x x € c is a formula.

Bound and free var iables,  subst i tut ion.  The var iable binding oper-
ators are V, 3 and { | } If ,4 is aformula, t d variable, P a term and no free
variable of P is bound in,4, then,4[r :- P] is the result of substituting P for x in A;
Qlx :- P] is defined similarly for terms Q and P.

We will speak as usual of free and bound occurrences of variables, but we will
actually identify terms or formulas that differ only up to renaming of bound vari-
ables. Thus, strictly speaking, we redefine the notions of terms and formulas as being
equivalence classes of what we have heretofore called terms and formulas. The result
is that bound variables no longer really occur: this procedure amounts roughly to
Bourbaki's method or to introducing De Bruijn indices.

The sequent calcul t rs.  A sequenl  is  an ordered pair  of  f in i te sets of  formulas.
The sequent (f , A) is denoted by f F A. When dealing with sequents we may write
f ,A for  I  U A and,4 for  { ,4} .
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In i t ia lsequents:  f  F A is an in i t ia l  sequenl  i f f f  n L*4.

lntroduction rules:

rFA,A
l , - '1 F A - '
f , ,4,  Bt  L'  Ar

f , .4n Bl  L "
f ,AFA; I ,BFA

f-AvBFA "
fFA,A; f ,Bl-A

1,,4-tBFA

f , '4FA
ft --1A -R
lF,4,A; fFB,A

p1-an.a^ nn

rF,4.A.A
ftAvBA 

vn

f,AF B,A
---'L 

I F ,4 -- Er, A 
'--'+R

t t= fl i '- ,] 'o oo
f  F Vr A,L

t t- 1[1 ':, t], ^ 
-"I  F l r  A,L

I F ,4[r 
' -  

P], A
rfP€{r l43trR

l l - ,4,  B,A; f  ,A,BlL 1, ,4F B,Li  f ,BlA,L
| -A.*BFA 

1- '+L 
|F/-*BA 

+-+R

l ,Aln:-  Pl  F A
L J V-

f  ,  Vr,4 F A
f , .4[r : -  y]  F A =,

f ,3r ,4FA
l,Alr : -  P]  F Am€,

Restrictions: In instances of the rules V6 (or 31), the proper uariable y does not occur
(i."., the variable y does not occur free in the usual sense) in the formulas in l, A,
VrA (or f  ,  L, ,1rA).

Cut rule:

lF,4,A; f , ,4FA

fFA

A sequent is deriuable fcut-free deriuable] itr there is a derivation starting from
initial sequents, using the rules [introduction rules] and ending with the sequent.

Remarks.

(i) If one restricted oneself to stratifiable terms instead of allowing weakly stratifi-
able terms as well, the set of terms would not be closed under substitution; and the
Hauptsatz would fail in a trivial way: for example, the derivable sequent

ts YrSyYz(,  e y * ,  (z € r  A r  € z))

would not be cut-free derivable (see [5, p. 76).

(ii) For the same kind of reason, if one does not somehow identify formulas up to
bound variables (as we did) or introduce two kinds of variables (free and bound) as
GoNrzpu did, a sequent l ike

ts y € z--- fxfy(r  e z Ay € z)

though derivable would not be cut-free derivable, but

tYV@ e z - ,1r1y(x € z Ay € z))

would sti l l  be cut-free derivable.

Weakening: One can prove that i f  a sequent I  F A is der ivable [cut- f ree
der ivable] ,  then al l  sequents f , f 'F A,A'are der ivable [cut- f ree der ivable]  too.



484 Marcel Crabb6

Let Fs,Fr, . . .  be an ef fect ive enumerat ion of  a l l  the formulas of  the language.

Lemma 1. I f  the sequenl  f  l -  A is not cut- f ree der iuable,  there ei lsts a sequence

8 of  sequents f0 F A0,fr  l -  Ar, . .  .  such that:

(a) no sequent in Q is cul- f ree der iuable;

(b) foFAo isf  FA;

( . )  f r  !  f i+r  and L, ;  e A;+r;

(d) i /  F;  is  not of  the form)rA and l i l  F; ,A;  is  nol  cut- f ree der iuable,  then F;

belongs lo A,;a1;

(")  r /  F;  is)rA andl ; ,F;F A; is not cut- f ree der iaable,  then F; belongs lo f ;11

and there is a term P such that Alr := P] belongs tol ;11;

( t )  , f  F;  rsYrA and l ;  I  F; ,Al  is  nol  cut- f ree der iuable,  then there is a lerm P

such lhat  Alr  : -  P) belongs lo A;11.

Proof .  I t  wi l l  suf f ice to descr ibe the t ransi t ion f rom f ;  F Ai  to f ;11 F A;+r.

Suppose that 4 is not of the form 1r Aor Vr A. If f F 4,A is not cut-free derivable,

we let  f ;11 be f ;  and A,+r be A; U {R};  e lse f ,+r  F Ai+r is f ;  I  A; .  Suppose

4 is fr A. If l ;, 1r A F Al is not cut-free derivable, let y be the first variable not

occurring free in one of the formulas of this sequent. We let A,+r be A; and l;11

be f ;  U {3r A,Alx := y)} ;  e lse f ;+r  F A;+r is f ;  F A;.  Final ly,  suppose that 4
is Vr,4. If f i  t- Yr A,A; is not cut-free derivable, and if y is the first variable not

occurring free in one of the formulas of this sequent, we let f;..1 be f; and A;11 be

Ar U {YrA,Alr : -  y]} ;  e lse f r+r F Ai+r is f ;  F Ar.  n

Given f l- A and a sequence f verifying the clauses in Lemma 1, we define g ?* A

as meaning that, for some f , f ; F A, L; is cut-free derivable; and g t- .4. as meaning

that,  for  some i ,1 i , ,4 F Ar is cut- f ree der ivable.

The next lemmawill show that a possible reading for g l+ ,q and I =- A is ",4 is

true" and "A is false", respectively. Since we have not yet proved the Hauptsatz, it is

not excluded at this stage that A be both true and false (the contradiction principle

might be violated), however ,4 is always true or false (excluded middle).

L e m ma 2.  Let Q be a sequence associated with I  F A, sal isfy ing the condi t ions

of Lemma l ,  lhen:

(")  Q F- C, for  a l l  C in l ,  and g F+ D, for  a l l  D in L, ;

(b)  9 l*  'q,  or  Q l -  A,  for  euery formula A;

and for eaery formulas B, C and uar iable x:

(r)  i f  g =+ B, then Q ?- -B;
(d) , /  g ?- B, then g ?+ --B;

(")  t /g?+ B andg=+ C,thengl+ BAC;

(f)  i f  g=- B org=- C,theng=- B AC;

G) t f  g?+ B org=+ C, theng=+ BvC;

(h), /g?- B andg=- C,theng=- BvC;

( i ) , /g=- B orgts+C,theng?* B---C;
( j )  r f  g=+ B andgts- C,theng?- B-C;
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(k)  t /g=+ B andg=+ C, org=- B andgts- C,theng=* 
" , - .C;( l )  , /g=+ B andg=- C, org?- B andg=+ C,theng?- U *-C;

(-)  , /g =+ Blx:-  Pl ,  for  eaery lerm P, theng =* Yr B;

(") , /  g ?- Bfx : -  Pl ,  for  son' t .e term P, then g =- Yx B;

(o) , /  g =- Blx : -  Pl ,  for  eaery term P, then q =- 1n B;

(p) , /  g ?+ Blx : -  P),  for  son' Ie term P,then g l+ 1x B;

(q) , /  g ?+ Blx : -  P),  then g =+ P e {r  I  B};

( . )  , /  g ts-  Blr  : -  Pl ,  then g =- P e {x I  B}

Proof.

(b) If F; is not of the form 1x A and g V* F,, then l i F 4, A; is not cut-free

der ivable and 4 belongs to A;11. Therefore l ;1 i ,F; l  A;+r is an in i t ia lsequent and

9 ?- i l .  I f  4 is lxA andQ V- Fr,  then f i , f i  F A; is not cut- f ree der ivable and
,Fi  is  in f ;11.  Therefore f ,11 |  F; ,Ai+r is an in i t ia l  sequent andQ F+ f ,

( i )  I f  g =- B or g ?+ C, then for some f ,  f i ,B F A; or l ;  FC,L, ;  is  cut- f ree
derivable. Using weakening and rule *.R, one has that, for some f , f; F B -+ C, A;
is cut-free derivable, hence g =* B '--' C.

(j) If g F+ B and I F- C then, for some f, f; F B,Lt and for some
I j ,C F Ai  are cut- f ree der ivable.  By rule --1 (and weakening),  f r ,B 

-  
C I  Lr

cut-free derivable, where & is the maximum of f and j, hence g =- B 
- 

C.

(rn) If g *+ Yx B, then li F Vr B,Li is not cut-free derivable, for i such that

Yr B is F;. Since there is a variable y such that Blx:- y] belongs to A;..,.1, it is not
true, for every term P, that g =+ B[x :- Pl.

(") If I F- Bl, :- Pl, for some term P, then there exists an f such that
l ; ,8[r  : -  P]  l ' -  A;  is  cut- f ree der ivable.  Hence, by the V;-rule,  l ; ,YrB F A; is
cut- f ree der ivable,  i .e.  I  l -  Yr B.

(q) I f  g ?+ Bfr : -  P] ,  then for some f ,  l ;  F Blr : -  P] ,A;  is
Apply ing the €n-rule i t  fo l lows that l i  l -  P € { t  l  B},A; is also
i .e.gF+Pe{xlB}.

The other ca^ses are analogous.

3 Proof of the ttHauptsatz"

The proof of GorvrZEN's theorem will be carried out in NFU with RossoR's axiom.
We describe this system now. The language of NFU (Quttlo's NF, possibly with

urelemenle, see [8]) is the language of SF extended by adding the equality symbol.

In a weak stratif ication, the types assigned to P and Q, at occurrences of P = Q,
ought be the same. 0 is the term {, | -,, - r}, which is intended to denote the

"empty set" .

In NFU, a set is either a non empty object or the empty set: thus, if present,

urelemenle are not sets. Accordingly, we let Set(r) abbreviate the following formula:

x - AViyy € r. We view terms like {* | A} as denoting sets. The non logical axioms
are the obvious axioms for equality and the following ones:

J'
is

cut-free derivable.
cut-free derivable,

0
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.  Set({r  I  a}) ;

. Yx(r e {t I A} 
-- 

A) (comprehension for weakly stratif iable formulas);
.VrVy(Set(r)nSet(y)  - -*(Vz(ze r+-.ze y)---x-y))  (extensional i tyforsets).

All the machinery (and more) of type theory is available in this system. As in type
theory, cardinal numbers are Frege-Russell 's equivalence classes under equinumer-
ousity and natural numbers are cardinals of f inite sets. The set of natural numbers is
denoted by a closed term Nat.

The well-known type raising operation ? is defined as:

fkD -  l { {y}  lve ,11 and T(*)  -  0,  i f  r  is  not  acardinal  number.

T(r) - y is stratif iable by stratif ications that give to y a type one higher than that
given to r. RosspR's axiom2), which is unstratif iable, says that

(Vye Nat)  l { r€Nat l r< y} l -y

or alternatively that (Vr € Nat) r - T(x). It is well known that this axiom implies
the axiomof infinity, A ( Nat. We refer to [5] or [7] for further details.3).

As announced, we wil l work in NFU plus RossER's axiom - hereafter NFUR.
This is not so unnatural as one might fear because most can be done in higher-
order arithmetic, which is part of NFUR. We need only be careful when we assert
the existence of a set to ensure that its defining formula is equivalent to a weakly
stratif iable one: since most of the sets used can be defined in type theory the problem
occurs very rarely.

We code variables, terms, formulas, sequents and derivations of ,Cgp - the language
of SF - by natural numbers. The proofs in the first part of the paper are then
formalized in higher order Peano arithmetic, whence in NFUR. In particular, there
are formulas I F* t and g F- r, depending on the non cut-free derivable Lsr-
sequent I F A, such that Lemrna 2 holds. Henceforth when we speak of 4gp-terms,
,C5p-formulas etc., we wil l refer to the codes. What is relevant in the coding is that
1:(*) = u, for each ,C5p-expression r. We wil l use Wiener-Kuratowski's definit ion of
ordered pairs:  ( r ,y l  is  the term

{,  l ,  -  {z l  t  -  x}v z -  {z l ,  -  rV z-  y}} .

\r,a) = z is stratif iable with r and y having the same type, and z two types higher.

There are terms sort(r)  of  NFUR such that sort(r)  -  P i f  P is an 45p-term,
r is not empty, and every y in x is (z,P), for some z; and sort(z) = 0, else. Clearly,
RossER's axiom implies that Vc ?(sort(r)) - sort(r). W. say that r is of sort P iff
sort(r) - P, and that x rs sortediffthere is an 45p-term P such that r is of sort P.
sort(r) - y is stratif iable with r having the type of y increased by 3. Let Sort be the
set of sorted sets. Sort is defined by a stratif iable condition:

Sort  -  I*  l ly  (y e Nat Ay -  sort(r)) ) .

We wri te a,0, . . .  to denote sorted sets and op,0e,. . . to denote sets of  sort  P,  Q,. . . .

2)It is also called "AxCount"
3)In 

[3] ,  we proved that NFU
(for"Axiom of Counting" ).
is interpretable in SF.
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Fixing a non cut-free derivable sequent and a sequence f satisfying the clauses in
Lemma 2, we write P €+ Q for g =+ P e Q and P e- Q for I =- P € Q and we
define a relation €s on the sorted sets by stipulating:

ap es ge i t r  P 4- Q, o,  (op,Q) e 0q and P e+ Q.

Lemma 3.

(")  I f  op €s 0q, then P €+ Q; i f  ap #s 0q, then P e- Q.

(b) 
""  /s 0q i f f  P e'  Q, or (op,Ql l0e and P e- Q.

Proof .  These are easy consequences of  the fact  that  P e+ Q or P €- Q, by
Lemma 2. CI

A ualuation rs a function from a finite set of ,Cgp-variables to the sorted sets.
If u is a valuation, tr an f,5p-variable and o a sorted set, then u[r r-* o] is the
valuation whose domain is the domain of u, extended if necessary by r, and such
that ufr '-* a](r) - o and ulr ,-- 

"](y) 
- ,(A), for any variable y in its domain

other than r. A valuation is said to be def,ned for an 45p-term or an .C5p-formula iff
it is defined for the free variables of that ,Cgp-term or .C5p-formula. If ,4 is an .C5p-
formula and if u is a valuation defined for A, then ,4[o] is the .C5p-formula obtained by
simultaneously substituting in ,4 each free .Cgp-variable c by sort( r(r)), .and similarly
we define Plrl For each formula ,4 and .C5p-term P, given a valuation u defined for
it, we define by simultaneous induction S,, F ,4., the notion of salisfaclion in the
model S -  (Sort ,€s),  and the interpretat ion S( l ' ) (o)  of  P in S, which is a set  of
sort P[u]. Since most of this definit ion is standard, we limit ourselves to a few cases:

S(r)(u) is u(r)  ,  i f  x  is  an ,C5p-var iable;
.  s,  u F P e Q i t rS(r)(u) es .S(Q)(u);
.  S,u ? A -  B i t r  S,o F.4 or,S, u ? B;
'  S,o F Vt Ai t r  S,u[r  *  o]  = A, for  a l l  o in Sort ;

S({r  I  a}Xr)  is  e i ther the set of  ordered pairs (o,{ ,  I  Alr l i )  such that o is a
sorted set and S,u[r ' *  o]  = A,,  or  the sorted set {(0,  {x l  Alul})} ,  i f  S,u[r  , .  a) f t  A
for all o in Sort.

The key point in our proof is that this set exists since it can be defined by a weakly
stratif iable formula in the language of NFU, as the .Cgp-formula,4 is weakly stratif i-
able. To prove this we remark that r e+ y and r e- A are stratif iable by giving a
same type to r and y, and we consider the formula defining r €s y explicit ly:

sort(r)  f -  sort(y)  v((r ,sort(y))  e yAsort(r)  €+ sort(y)) .

Since, we have Vr?(sort(r)) - sort(r), this formula is equivalent to the formula

?3(sort(rD e- sort(y)  v((r ,sort(y))  €y AT3(sort(r))  e* sort(y))

which is stratif iable with y three types higher than c. So we see, by induction,
that if ,4 is weakly stratifiable, then .S, u = A is equivalent to a weakly stratifiable
formula.  More precisely,  g iven aweak strat i f icat ionfor A,we see that there is aweak
stratif ication for (a formula equivalent to) S,, F ,4 that assigns to an occurrence of
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the term u(r) the type 3n if n was the type assigned to the corresponding occurrence
of the .C5p-variable r in the weak stratif ication for ,4.4)

Subst i tut ion Lemma.

(u) S, u I  A[r := P] i f f  S,ufr , - -  S(f)(u) l  ? A.
(b) s(Plx : -  Q))(u) = .S(PXr["  ' - .  s(QXu)]) .  D

Persistence Lemma.

(")  I f  S, ,  F A, then g =* A[r) .

(b)  f f  5, , ,  f  A,  then g ?- Alr l .

The proof is by induction on the length of A. If S, u F P € Q, that is
S(f)(o) es S(Q)(u),  then P[u]  e+ Q[u] ,  by Lemma 3; s imi lar ly i f  5, ,  f  P e Q,
then P[u]e- Q[u] .  I f  S,  u ? B ,  C, then.S, uV B or,S,,  ? C.By the induct ion
hypothesis,  I  F- B[u]  or  E ?+ Clr) ,  hence g =+ (B * C)[r ] ,  by Lemma 2. I f

S,u F l r .B,  then S,ufr  ' -  o"J = B, for  some sorted set op. By the induct ion
hypothesir  I  F+ B[u[x ' -*  o"] ] ,  hence g =+ l rBful ,  by Lemma2. I f  t ,  r ;  f t118,
then ,.9, ufr .. orl * B, for every op and the induction hypothesis shows that
g ?- Blulr *--- ' o"]], for every ap. Now we remark that the "function" sort from
the sorted sets in the f ,5p-terms is onto:  for  any.C5p-term P, let  can(P) be {(0,P)} ;
clearly can(P) is a sorted term of sort P. So we have Q l- Blulr '-- can(P)]], for
each P, hence q i h Blul, by Lemma 2. The other cases are handled in a similar
way.

Comprehension Lemma.

S,,  F P e {r  I  A} i t r  S, ,  F Alr  : -  P).

Proof .  I f  ,S,u F P e {r  I  ,4} ,  that  is  S(PXu) €s S({r  I  a}Xr) ,  then i f

sort(S(P)(r))  f -  sort( ,S({ '  I  e})(u))  we have I  V- Plr l  e { ,  I  e} [ r ] ,  and by Lem-
ma 2, g F- Alr  : -  P] [ r ] ,  hence, by the Persistence Lemm&, S, u I  Alx : -  P] ;  e lse
(S(P)( , r ) ,  {"  I  a} [ r ] )  e S({r  I  a}Xr) ,  which impl ies,  by the Subst i tut ion Lemma,
that ,S,  u I  Alx : -  P),  because S(f  ) (o)  I  0.  Uslng Lemma 3, a dual  argument shows
that i f  S,r f  P e{x 1,4},  then S,rF Alx:-  Pl .  t r

Soundness Lemma. I f  the Lg7-sequent l  ts L,  is  der iaable and i f  S,a I  C

for euery Lgp-formulaC in l ,  then S,u = D for at  least  one Lgg-formula D of  L.

Proof . This is proved by induction on the length of the derivations, using the

Comprehension Lemma for the €r and €6 rules, the definit ion of S,, F ,4 (and the

Substitution Lemma) for the other introduction rules and finally the obvious fact that

5, ,  F A or.S, u *  A for the cut ru le,  a

Theorem .  Euery der iaable sequent o/SF is cut- f ree der iuable.

Proof .  Let  u be a canonical  valuat ion such that u(x) -  { (0, t ) }  for  every Lsr-
variable r in its domain. If f F A is not cut-free derivable, then, by Lemma 2, for
every formula C and D in f  and A, respect ively,  g t r -  C and g V+ D.Hence, by
the Persistence Lemma, S,,  F C and S,u f t  D. Therefore,  I  F A is not der ivable

a)The factor 3 can be dropped if one works in NFUR with a type-level ordered pair as urged by

Horups (see [s]) .

tr



The Hauptsatz for Stratif ied Comprehension: A Semantic Proof 489

(Soundness Lemma). Thus, we have shown in NFUR that i f  I  F A is not cut-free

derivable, then i t  is not derivable at al l .  Now, there exists an ar-model of NFUR

([8], l1],  [2]).  I f  f  F A is not cut-free derivable, there exists no (code of a) cut-free

derivation of i t  in such a model, the natural numbers being the true ones. Hence,

there is no derivation of this sequent in the model. Therefore, I  F A is not derivable

in the real world. D
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